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Abstract.  Leaf-removal process has been widely researched and applied 
in many mathematical and physical fields to help understand the complex 
systems. A lot of problems including the minimum vertex-cover are deeply 
related to this process and the leaf-removal cores. In this paper, based on the 
structural features of the leaf-removal cores, a method named core influence 
is proposed to break the graphs into no-leaf-removal-core ones, which takes 
advantages of identifying some significant nodes by localized and greedy 
strategy. By decomposing the minimum vertex-cover problem into the leaf-
removal core breaking process and maximal matching of the remaining graphs, 
it is proved that any minimum vertex-cover of the whole graph can be located 
into these two processes and the best boundary is achieved at the transition 
point. Compared with other node importance indices, the core influence method 
could break down the leaf-removal cores much faster and get the no-core graphs 
by removing fewer nodes from the graphs. Also, the vertex-cover numbers 
resulted from this method are lower than those of existing node importance 
measurements, and compared with the exact minimum vertex-cover numbers, 
this method performs appropriate accuracy and stability at dierent scales. 
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This research provides a new localized greedy strategy to break the hard leaf-
removal cores eciently and heuristic methods could be constructed to promote 
the comprehension of the intrinsic hardness of NP problems.

Keywords: classical phase transitions, optimization over networks, random 
graphs, networks, typical-case computational complexity
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1. Introduction

The minimum vertex-cover problem (vertex-cover) belongs to one of Karp’s 21 
NP-complete problems [1] and the six basic NP-complete problems [2, 3], which has a 
wide range of applications in the related real networks, such as immunization strate-
gies in networks [4] and monitoring of internet trac [5]. The minimum vertex-cover 
problem on the Erdös–Rényi random graph is hard-solving, and in the worst-case com-
plexity, this problem is NP-hard for all connectivities. But when only regarding the 
typical-case complexity, there is an easy-hard transition at average degree equaling to 
Euler number e, which is caused by the typical emergence of the leaf-removal core espe-
cially when the average degree gets larger than e [6]. This hard core brings obstacles for 
solving the minimum vertex-cover, as correlations among the nodes/variables produce 
frustrations (even long-range frustrations [7]) in finding the optimal solutions, and how 
to decouple the leaf-removal core determines the eect of the solving strategy.

Generally speaking, leaf-removal mechanism plays important roles in understand-
ing complex systems or graphs, such as detecting the hierarchical architectures for 
networks and performing the simplification for solving NP problems. All the leaves 
will be removed recursively until no such ones exist, and the leaf-removal core is got 
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for the remaining graph if it is not a null graph. Dierent leaf-removal strategies focus 
on dierent definitions of the leaves: for giant connected components, the leaves are 
degree-one nodes with corresponding edges, and random graphs with average degree 
larger than 1 typically have leaf-removal cores in the giant connected components in 
the viewpoint of the leaf-removal mechanism [8]; for k-XORSAT problem, the leaves 
are equations with variables only emerging once in the whole problem, and the leaf-
removal core can result in the clustering of the all the solutions and one-step replica 
symmetric breaking with positive structural entropy [9]; for minimum vertex-cover 
problem, the leaves are degree-one nodes with their neighbors and related edges, and 
the existence of the leaf-removal core produces higher-order replica symmetric breaking 
and sets obstruction of understanding the solving complexity of NP-complete problems 
[10]. Also, the leaf-removal mechanism works as an important tool in so many such 
applications, such as solving the k-SAT problem [11] and MAS problem [12], the k-core 
[13] and k-shell [14] organizations of complex network.

In this paper, we propose a method to break the leaf-removal cores for minimum 
vertex-cover problem, namely strategy to delete some nodes such that the resulted 
graphs will contain no leaf-removal cores or the leaf-removal cores become empty. The 
complexity of the leaf-removal core can be measured by the cost to break it, but to break 
the leaf-removal core with the lowest cost (e.g. least number of nodes) always involves 
with NP problems, which makes the understanding of its structure complicated. The 
collective influence [15] was proposed to break the giant connected component, which 
can also be viewed as breaking the leaf-removal core in the above viewpoint, and it was 
studied to approximate the optimal percolation and reach appropriate accuracy.

The existing algorithms for solving minimum vertex-cover mainly focus on greedy 
searching strategy and heuristic strategy. In statistical mechanics, some algorithms 
based on the solution space structures were studied and good approximations were 
achieved in a heuristic way, such as the survey propagation algorithm [16] and the 
MBEA algorithm [17]. These algorithms took advantage of the backbones and cluster-
ing of the solutions to improve the solving eciency. In this paper, it is aimed to break 
the leaf-removal core of the minimum vertex-cover problem in a greedy way, and an 
order for all the nodes will be investigated to break the leaf-removal core as fast as 
possible. Then, when some nodes are deleted to break the leaf-removal core, for the 
remaining graphs which are the subgraphs induced by the remained nodes, it enters 
into the easily-solving phase and some simple coverage strategies can be used to obtain 
the approximated optimal solutions.

2. Leaf-removal for minimum vertex-cover

2.1. The leaf-removal process

As mentioned before, there are dierent definitions on the leaves in the graphs. In this 
paper, the leaves in the graph stand for the nodes of which the degree is one and their 
neighbors, namely, removing the leaves means to remove the degree-one nodes and 
their neighbors. At the same time, all the links connected to these nodes are removed 
from the original graph.

https://doi.org/10.1088/1742-5468/ab25e1
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Usually, when leaves are removed from the graph, new leaves will appear and 
removing the new leaves may bring more new leaves. The leaf-removal is a recursive 
process, and keeps removing leaves in the new graph until there is no leaf in the remain-
ing graph. Clearly the remaining graph is composed of some isolated nodes and several 
relatively densely connected cores (the leaf-removal cores), and there is no node in the 
cores whose degree is one. An example is shown in figure 1 to perform a complete leaf-
removal process and identify the leaf-removal core.

2.2. Greedy strategy for the coverage by breaking the leaf-removal core

For an undirected graph G = (V ,E) containing N nodes and M edges where V  is the 
vertex set and E is the edge set, a set of nodes C(G) in G is called to be a cover of G if 
for every edge (i, j) ∈ E, there exists node i ∈ C(G) or j ∈ C(G). The minimum vertex-
cover, denoted as Cm(G), is defined as:

Cm(G) = argmin
C(G)

|C(G)|,
 (1)

where |C(G)| is the number of nodes in the set C(G).
Let n = (n1,n2, . . . ,nN) be the indices array of graph G where ni  =  0 indicates that 

node i and all the edges connected to it are removed from the graph and otherwise 
ni  =  1. In this way the graph induced by the remaining nodes i with ni  =  1 is denoted 
as G(n), and the corresponding vertex-cover and minimum vertex-cover are denoted 

as C(G(n)) and Cm(G(n)). The number of remaining nodes is N(n) =
∑N

i=1 ni and the 
vertex set is V (n) = {i ∈ V |ni = 1}.

When removing nodes one by one from graph G, the No-leaf-removal core might 
grow in the process. Yet at a certain step the graph will be turned into a no-leaf-
removal-core graph, especially when the graph is close to an empty one. Assuming by 
a specific method, the nodes are deleted in a certain order, and the indices arrays are 
n0 = (1, 1, . . . , 1), n1, n2, …, nN = (0, 0, . . . , 0). At a certain step t, the graph turns into 
a no-core graph, namely G(nt), and contains no leaf-removal cores. For all t � j � N , 
G(nj) is no-core graph, and it is not for all j   <  t. t is called the transition point.

By the König’s theorem, the remaining graph G(nj) for t � j � N  has no leaf-
removal core and is a König–Egerváry graph, its minimum coverage number is equal to 
its maximal matching number M(G(nj)) [18], and finding the maximal matching for 
a graph is an easily-solving problem. If all the deleted nodes i (namely with ni  =  0 in 
nj where t � j � N ) are covered, a greedy strategy for approximation of the minimum 
coverage can be achieved: for any vertex-cover C(G) of graph G, there exists a remov-
ing order which produces arrays n0, n1, …, nN  with transition point t, and at the step 
t the cover of the graph G could be decomposed as:

C(G) = (V \ V (nt)) ∪ Cm(G(nt)), (2)
and the cover number is:

|C(G)| = t+M(G(nt)). (3)
An example of getting a cover of a graph through this strategy, which changes the 
graph into a no-core one, is presented in figure 2. The maximal matching can be solved 
by an algorithm within polynomial time for general graphs [19], and the main eort for 
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this greedy strategy relies on determining an optimal deleting order to make the trans-
ition point t as small as possible. The deleting strategy aims to break the leaf-removal 
core with the lowest cost, and how to distinguish the important vertices and recognize 
the polarized vertices as the covered backbones is the core diculty.

2.3. Relations between the core-breaking and optimal solutions

Proposition. For nodes arrays ni and nj where j � i � t, the coverage numbers for the 
whole graph G by the two core-breaking ways satisfy |Cm(G(nj))|+ j � |Cm(G(ni))|+ i.

Proof. When one more node is deleted from G(ni) and the graph becomes 
G(ni+1) with N(ni+1) + 1 = N(ni). Yet since one node owns to at most one match, 
the maximal matching number of G(ni+1) will decrease by one or remain the 
same as G(ni), namely M(G(ni+1)) + 1 � M(G(ni)) � M(G(ni+1)). In this way 
|Cm(G(ni+1))|+ i+ 1 � |Cm(G(ni))|+ i, and thus |Cm(G(nj))|+ j � |Cm(G(ni))|+ i 
for all j � i � t. □ 

This proposition shows that the best step for the approximation of minimum cover-
age under the above core-breaking strategy occurs at the transition point t, i.e. the 
first time that leaf-removal cores disappear, and so our algorithm greedily deletes the 
least number of nodes to produce a no-core graph with simple minimum coverage. It 
is evident that the obtained coverage is not necessary to be a minimum one, but the 
following theorem illustrates that all the minimum vertex-cover can be found in such 
a core-breaking way.

Theorem. For any graph G and its minimum vertex-cover Cm(G), there exists a delet-
ing method to produce nodes arrays n0, n1, …, nN  and transition point t, such that this 
minimum vertex-cover could be represented as:

Figure 1. The leaf-removal process of the graph in (a). Nodes 1 and 2 form one 
leaf, and nodes 3 and 4 form the other. The graph in (b) is got with the two leaves 
removed, and in the remaining graph, a new leaf with nodes 5 and 6 is produced. 
Removing this new leaf, we could get the graph in (c). There is no more one-degree 
node and the remaining triangle composed by nodes 7, 8 and 9 is the leaf-removal 
core, which is marked as red in (c). The dotted lines denote the deleted edges when 
nodes are removed.

https://doi.org/10.1088/1742-5468/ab25e1
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Cm(G) = (V \ V (nt)) ∪ Cm(G(nt)), (4)

and the minimal cover number is:

|Cm(G)| = t+M(G(nt)). (5)

Proof. Without loss of generality, assume that the minimum vertex-cover Cm(G) 
has 1, · · · , s as covered nodes with s+ 1, · · · ,N as uncovered nodes of graph G. For 
any core-breaking strategy n0, n1, …, nt, we have t  <  s. And, if we remove the nodes 
according to the natural order 1, · · · , s, i.e. ensuring all the removed nodes are cov-
ered ones, after the core-breaking strategy n0, n1, …, ns, the remaining graph G(ns) 
should be a null graph composed of isolated nodes. The original graph has leaf-removal 
core and remaining graph G(ns) has no core, then there must exist a certain num-
ber t at which the core is firstly broken, and the nodes in the minimum vertex-cover 
evidently have a decomposition representation Cm(G) = (V \ V (nt)) ∪ Cm(G(nt)) with 
|Cm(G)| = t+M(G(nt)). □ 

As for a no-core graph, each leaf contains a covered node with the other uncovered, 
and the number of covered nodes must be fewer or equal to the number of uncovered 
ones. Thus generally after deleting at least max{0,N − (N − s) ∗ 2} = max{0, 2s−N} 
covered nodes, it will produce a no-core graph which satisfies t � max{0, 2s−N}. 
Besides, by deleting one of neighbored covered nodes for all such pairs, the remaining 
graph has each covered node with no covered neighbors, and it is almost a no-core 
graph with high probability; when the original graph has no triangles, this deleting 
strategy only deletes at most s/2 nodes and t � s/2 with high probability to break the 
leaf-removal core. Usually for one minimum vertex-cover of a graph, there are more 
than one corresponding deleting methods. The deleting order of nodes for core-breaking 
can also be arranged in other greedy strategy, such as deleting the nodes with the big-
gest degrees, in the orders of dierent centralities or node importance measurements.

When a graph has leaf-removal core, with high probability it is not a König–
Egerváry graph and the relation between the maximal matching and the minimum 
vertex-cover is quite complicated. Though a minimum vertex-cover can be found in 
such a core-breaking way, the fast way to break the leaf-removal core does not always 
correspond to achieving a minimum vertex-cover. As the problem of breaking the giant 
connected component fastest is NP hard, the optimal solution of breaking the leaf-
removal core is also a hard problem, which should be related to but dierent from the 
minimum vertex-cover problem. Here, it is safe to say that the minimum vertex-cover 
does not always correspond to the fastest method to change the graph into a no-core 
one. Yet, it is meaningful to study the process of deleting nodes since it provides us a 
new perspective to understand the complicated organization of the leaf-removal core 
and study the minimum vertex-cover problem.

https://doi.org/10.1088/1742-5468/ab25e1
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In this section we will discuss how to turn graphs into no-core ones by deleting nodes 
with the lowest cost. As we said before, this problem will concern a lot of applications 
in real-world networks.

The leaf-removal cores will appear when the leaf-removing process is completed. 
For node i, we define ci in c = (c1, c2, . . . , cN) to indicate whether node i belongs to the 
leaf-removal core:

ci =

{
1 if node i is in a leaf-removal core,

0 otherwise. (6)

Obviously, if the degree of node i is one or node i is connected to a degree-one node in 
the leaf-removal process, we have ci  =  0.

Figure 2. The procedures to get a vertex-cover of graph in (a) by the strategy 
of removing the graph into a no-core one. (a) owns one leaf-removal core. By the 
algorithm proposed in the following section, the red nodes in (b) are removed and 
the remaining graph is a no-core graph. The remaining graph satisfies the property 
that the maximal matching number equals to the minimum cover number. In (c), 
one maximal match is marked by red edges. Combing the removing nodes in (b) 
and results of the maximal matching in (c), the vertex-cover could be got, denoted 
by black nodes in (d). The dotted lines denote the removed links when nodes are 
removed. The maximal matching number in (c) is 10 and thus the cover number of 
graph in (a) got by this strategy is 12, which exactly equals to the minimum cover 
number of this graph.

https://doi.org/10.1088/1742-5468/ab25e1
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The problem of breaking the leaf-removal cores could be described in the language 
of optimization, and it could be regarded as finding the n = (n1,n2, . . . ,nN) with its 
corresponding c satisfying:

n = argmax
n

N(n), subject to
N∑
i=1

cini = 0. (7)

Consider two connected nodes i and j  in the original graphs. It is clear that remov-
ing node j  may aect the value of ci, yet this relation is complex. There are four cases 
for ci and cj : (1) ci  =  0 and cj   =  0, (2) ci  =  0 and cj   =  1, (3) ci  =  1 and cj   =  0, (4) ci  =  1 
and cj   =  1. For case (1), node i and j  do not belong to the cores, and in our follow-
ing proposed model this situation will not aect the results. For case (2) and (3), the 
analysis is the same, and only case (3) is discussed here. For case (3), the node j  has 
been removed in one of the leaf-removal steps. Clearly, the degree of node j  should not 
be one and it is connected to a degree-one node, otherwise node i will be deleted. Thus 
the removal of node j  will not aect the value of ci. Case (4) is complicated: removing 
node j  may produce new leaves and more nodes including node i may be aected in the 
original cores.

Let ci→j be the indicator of node i belonging to the core with node j  removed. 
Consider all the nodes that are connected to i. The value of ci with j  removed from the 
graph is determined by the status of all the neighbors of i. For a network with tree-like 
structure locally, this relation could be formulated by:

ci→j = cini[1−
∏

h∈∂i,h�=j

(1− ch→i)], (8)

where the ∂i is the set of neighbors of node i. This system takes into account the first 
two cases we have mentioned above: if node i does not belong to any of the final leaf-
removal cores (ci  =  0), ci→j will keep to be 0 no matter whether node j  is removed or 
not. Obviously ci→j = 0 if ni  =  0, namely node i is removed from the graph. By the 
cavity method, it is assumed that the neighbors of node i are independent with the 
absence of i in the locally tree-like graphs. The influence of i to j , the ci→j, corresponds 
to the case that at least one of node i’s other neighbors performs influence to i, and the 

independence of i’s neighbors except j  makes the product 
∏

h∈∂i,h�=j(1− ch→i) on the 
right side of equation (8). In statistical mechanics, this independence only works in a 
replica symmetry phase of the system. The leaf-removal core of a graph is a subgraph 
which involves subtle and complex structures. To break it down, finding out the crucial 
nodes which have large spreading influence on the core structure is an intuitive method, 
and removing these nodes will bring collapse of the core. It could be understood as the 
ability of nodes in spreading information confined on the leaf-removal cores, which is 
performed heuristically.

In this system, the set {ci→j = 0|∀i, j ∈ V } will always be one solution. It is worth 
noting that this solution will not always correspond to a no-core graph. For example, 
a weakly connected network, like a cycle, could be very fragile and removing any node 
will turn the graph into a no-core one, although in the original graph all the nodes 
belong to the leaf-removal core. In the viewpoint of statistical mechanics, the stabil-
ity of the solution {ci→j = 0|∀i, j ∈ V } corresponds to the replica symmetry phase of 

https://doi.org/10.1088/1742-5468/ab25e1
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equation (8), and the breaking of the stability will correspond to the emergence of the 
hard core. So in this paper we will regard that the stable solution {ci→j = 0|∀i, j ∈ V } 
corresponds to an no-core graph.

With knowledge in dynamic system, the solution will be stable if the largest eigen-
value of the linear operation R is smaller than one [20]. R is a matrix with 2M rows 
and 2M columns, and each row or column stands for an edge with one direction i → j. 
Since edge between node i and node j  has two directions i → j and j → i, this matrix 
will take into account all the directions and defined as:

Rw→x,y→z =
∂cw→x

∂cy→z

|cy→z=0 . (9)

Let λ(c,n) be the largest eigenvalue of matrix R, and clearly this value is determined 
by n and c. The stability of the solution corresponding to no-core graph is determined 
by λ(c,n) < 1.

It could be found that, in a graph with tree-like structure locally, this matrix R is 
calculated by the non-backtracking matrix B [21, 22]:

Rw→x,y→z = cyny Bw→x,y→z, (10)
where B is defined as:

Bw→x,y→z =

{
1 if x = y,w �= z,

0 otherwise. (11)

The non-backtracking has received a lot of attention recently and been used to 
identify the non-backtracking walks on graphs. According to the Perron–Frobenius 
theorem [23], since all the entries in B are non-negative, its largest eigenvalue and all 
the entries of the corresponding eigenvector are all positive. Krzakala et al showed that 
the spectral method based on the non-backtracking method, namely the eigenvector 
corresponding to the second largest eigenvalue, could be applied to divide communities 
in graphs and reach the detectability threshold [24]. Neumann et al used this matrix 
to overcome the pathology of nodes near the high-degree nodes or hubs when eigenvec-
tor centrality is applied in some graphs to evaluate the influence of nodes [25]. Hernan 
et al applied the non-backtracking matrix to the optimal percolation problem and find 
an index to reduce the size of giant component [26, 27], which is crucial in influence 
optimization and immunization [15].

As nodes get deleted in graphs, the largest eigenvalue λ(c,n) of the modified non-
backtracking matrix R changes. When a node is deleted or the node is no longer in the 
cores, the corresponding entries in R turn into zero. According to the Perron–Frobenius 
theorem, the largest eigenvalue will decrease. The problem of deleting the graph into 
a no-core one is then equivalent to finding the fastest way to reduce the largest eigen-
value to be less than one, namely this problem could be represented as:

min
n

|N −N(n)|, subject to λ(n, c) < 1. (12)

It is impossible to solve it directly, since n and c is sophisticatedly tangled and there is 
no formula of λ(n, c) in the form of n and c. To overcome this, we will apply the power 
method [28], a classical numerical technique, to approximate the largest eigenvalue.

https://doi.org/10.1088/1742-5468/ab25e1
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Let v0 be a vector with nonzero projection on the direction of the eigenvector corre-
sponding to λ(n, c) and vl(n, c) be the vector after l times iterations by R:

vl(n, c) = Rl v0. (13)

By the power method, we have:

λ(n, c) = lim
l→∞

λl(n, c) = lim
l→∞

(
|vl(n, c)|

|v0|

) 1
l

, (14)

where for vl(n, c), and:

|vl(n, c)|2 = 〈vl(n, c)|vl(n, c)〉 = 〈v0|(Rl)† Rl |v0〉. (15)

Firstly, for l  =  1, the approximated eigenvector corresponding to λ(n, c) is:

|v1(n, c)〉 = R |v0〉. (16)
To further calculate this, the matrix R could be calculated by:

Rw→x,y→z = cynyAwxAyzδxy(1− δwz), (17)
where the Awx and Ayz are entries of the adjacency matrix and δxy and δwz are the 
Kronecker symbols with:

δij =

{
1 if i = j,

0 otherwise. (18)

Here, ny   =  1 and cy   =  1 guarantee that node y  is not deleted from the graph and 
belongs to the core. Awx  =  1, Ayz  =  1, and δxy = 1 ensure that there is a path from node 
w to node z through x (or y ) and δwz = 1 ensures the non-backtracking property.

For simplicity, let si stand for the state of node i and qi the excess degree, namely:

si ≡ cini, qi ≡ di − 1. (19)
Choosing the 2M-dimension vector |v0〉 = |1〉, we could get the left vector:

w→x〈v1(n, c)| =w→x 〈v0|R† =
∑
y→z

y→z〈v0|Ry→z,w→x = swAwxqw, (20)

and the right vector:

|v1(n, c)〉w→x = R |v0〉w→x =
∑
y→z

Rw→x,y→z |v0〉y→z = sxAwxqx. (21)

The norm could be presented as:

|v1(n, c)|2 =
∑
w→x

w→x〈v1(n, c)|v1(n, c)〉w→x

=
∑
w→x

Awxqwqxswsx.
 

(22)

https://doi.org/10.1088/1742-5468/ab25e1
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Since |v0|2 =
∑N

i=1 di = 2M , we have:

λ1(n, c) =

(
1

2M

∑
w→x

Awxqwqxswsx

) 1
2

. (23)

From the equation above, it could be observed that the approximation λ1(n, c) to 
the largest eigenvalue at order 1 involves all the edges in the graphs. The non-back-
tracking requires that if there exist self-edges, they should not be taken into account 
in the approximation.

For l  =  2, the left vector w→x〈v2(n, c)| could be derived directly from the same 
process:

w→x〈v2(n, c)| =
∑
y→z

y→z〈v1|Ry→z,w→x

= swAwx

N∑
i

Aiwsiqi(1− δxi),
 

(24)

and the same to the right vector:

|v2(n, c)〉w→x =
∑
y→z

Rw→x,y→z |v1〉y→z

= sxAwx

N∑
i

Axisiqi(1− δwi).
 

(25)

So the norm is:

|v2(n, c)|2 =
∑

w→x,y→z

(AwxAxyAyz(1− δwy)(1− δxz)qwqzswsxsysz), (26)

and the approximation to the largest eigenvalue λ2(n, c) is:

λ2(n, c) =

(
1

2M

∑
w→x,y→z

(AwxAxyAyz

× (1− δwy)(1− δxz)qwqzswsxsysz)

) 1
4

.

 

(27)

By the same derivation, the approximation at order 3 to the largest eigenvalue 
λ3(n, c) is:

λ3(n, c) =

(
1

2M

∑
u→v,w→x,y→z

(AuvAvwAwxAxyAyz

× (1− δuw)(1− δvx)(1− δwy)(1− δxz)

× quqzsusvswsxsysz)

) 1
6

.

 

(28)
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And for any l  >  0, we have:

λl(n, c) =

(
1

2M

∑
x1,x2,...,x2l

(Ax1x2Ax2x3 . . . Ax2l−1x2l

× (1− δx1x3)(1− δx2x4) . . . (1− δx2l−2x2l
)

× qx1qx2l
sx1sx2 . . . sx2l

)

) 1
2l

.

 

(29)

As we could see, the l  =  2 approximation involves all the paths of length 3 and all 
the pathes satisfy the non-backtracking property; the l  =  3 approximation requires all 
the paths of length 5 to be searched. It could be inferred that in the order l approx-
imation, the paths with length 2l  −  1 are needed to be considered. It is worth noting 
that in the approximation with order larger than 2, cycles are allowed in the path when 
it meets the non-backtracking requirement, and the path could walk by the nodes that 
have been already visited.

The formula of the approximation to the largest eigenvalue at order l could be writ-
ten in this way:

λl(n, c) =

(
1

2M

N∑
i=1

qi
∑

path∈P2l−1(i,j)

[ ∏
k∈path

sk

]
qj

) 1
2l

, (30)

where the P2l−1(i, j) contains all the non-backtracking paths whose length is 2l  −  1.
The formula above involves all the paths in the graph with length 2l  −  1. Yet this 

calculation could be generalized to the situation of length 2l. By power method, the 
largest eigenvalue could also approximated by:

λ(n, c) = lim
l→∞

(
〈vl(n, c)|R |vl(n, c)〉

〈v0|v0〉

) 1
2l+1

. (31)

For example, when l  =  1, we have:

〈v1(n, c)|R |v1(n, c)〉 =
∑

x→y,y→z

AxyAyz(1− δxz)qxqzsxsysz. (32)

Thus, for any l, according to the same derivation introduced above, the largest eigen-
value could be approximated by:

λ′
l(n, c) =

(
1

2M

N∑
i=1

qi
∑

path∈P2l(i,j)

[ ∏
k∈path

sk

]
qj

) 1
2l+1

. (33)

From all the calculation above, when paths of length l are considered in the approx-
imation, ignoring the constant 1/2M, the leading part of the approximation formula is:

Hl =
N∑
i=1

qi
∑

path∈Pl(i,j)

[ ∏
k∈path

sk

]
qj.

 (34)
To reduce the largest eigenvalue quickly, a direct idea is to find the nodes which could 
reduce the Hl fastest. To illustrate this, we define the core influence of node i, Hl(i) to 
be:

https://doi.org/10.1088/1742-5468/ab25e1
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Hl(i) = qi
∑

path∈Pl(i,j)

[ ∏
k∈path

sk

]
qj. (35)

This value will be the indicator in deleting nodes to turn the graph into a no-core one. 
First calculate Hl(i) for all the nodes, and delete the node who owns the highest Hl(i) 
value and all the edges connected to this node. Repeat this process until the remaining 
graph is a no-core one. The detailed algorithm is presented in algorithm 1. After the 
graph is turned into a no-core one, find the maximal matching for the remaining graph. 
By unifying the deleted nodes and matched nodes, a vertex-cover could be got.

Algorithm 1. The process of deleting the graph into a no-core one.

Input graph G;
While G is not a no-core graph, namely 

∑
ci �= 0 do

    For each node i, calculate ci, qi and the state value si = cini;
    For each node i, calculate all the core influence Hl(i);
    Select node j  with largest core influence value;
    Delete node j  and all the edges linked to it from the graph;
    Update the graph G, set nj   =  0;
end while
Output Nodes that are deleted in each step, namely n.

The computational complexity of leaf-removal process is O(N), and calculating the 
core influence takes O(N logN) time cost. In this way, to spot and remove the node 
with the highest core influence costs O(N) time complexity. Thus, the total complexity 
of algorithm 1 is O(N2 logN).

One problem in applying the algorithm 1 is how to update the state indicator val-
ues ci. The leaf-removing is a fast process with time complexity O(N), however, it will 
cost a lot to update them for every step. To overcome this, we propose to use a rela-
tively coarse yet much faster strategy to update the indicator values. Before node i is 
removed from the graph, we search all the neighbors of i. Then neighbors with degree 
two, namely the nodes which will become leaves if i is removed, are specified. The state 
values s of these neighbors and nodes connected to them are set to be zero. A detailed 
algorithm is shown in algorithm 2. This will reduce the complexity to O(N(logN)2). 
Since the structure of the core is sophisticated, removing one node in core may produce 
a long-lasting eect on the core structure, more nodes rather than neighbors will turn 
into leaves and be deleted from the core, and this method in algorithm 2 is only a local 
approximation to the complete update process. Better methods require a much deeper 
understanding to the core structure, which deserves further research.

Algorithm 2. The updating method of indicator values.

Input graph G, state values c and n, node i that is going to be deleted;
for Each neighbor j  of node i do
      if dj   =  =2, the two nodes connected to j  is i and k then
        Set cj   =  0, ci  =  0, ck  =  0;
      end if
end for

https://doi.org/10.1088/1742-5468/ab25e1
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4. Experiments

In this section some experiments are conducted to present the eciency of several cen-
trality methods of deleting nodes. We examine the steps required to delete the graphs 
into no-core ones by each centrality and compare the numbers of steps. Also, combin-
ing with the theorems mentioned above, the minimal cover numbers of all the methods 
are compared.

4.1. Results for leaf-removal cores breaking

We compare our Core influence method Hl with centralities including high degree cen-
trality (DC) [29], k-core (KC) [13], betweenness centrality (BC) [30], closeness central-
ity (CC) [31, 32], collective influence (CI) [15], high degree adaptive (HDA), pagerank 
(PR) [33] and eigenvector centrality (EC) [34] on Erdös–Rényi (ER) graphs and scale-
free (SF) graphs [35]. All these methods are applied to calculate how many nodes are 
required to be removed to turn the random graphs into no-core ones. Results are shown 
in figure 3.

The core influence method is applied at order l  =  1 in equation (35). As we could 
see, the core influence method performs great eciency in this problem. With the aver-
age degree increasing, the graphs get more denser, yet compared to other node impor-
tance indices the core influence method still keeps requiring fewer nodes to be deleted 
to turn the graphs into no-core ones. The core influence method with an approximated 
states updating method in algorithm 2 performs similar results. Results on SF graphs 
are better than that on the ER graphs, namely on SF graphs fewer nodes are required 
to be deleted to transform the graphs into no-core ones. That’s because there exist 
nodes with very high degrees or hubs and deleting them will bring large changes on the 
topological structure. As a localized greedy method aiming at breaking the leaf-removal 
cores, the proposed core influence measurement works more eciently on dierent 
topologies.

4.2. Results for minimal vertex-cover number

At the same time, the vertex-cover is determined by the deleted nodes and the remain-
ing no-core graphs, and dierent node importance measurements are applied to delete 
the graphs into no-core ones and then by equations (4) and (5) the minimal vertex-cover 

Table 1. The percentages of dierences between results of core influence method 
and exact minimum vertex-cover numbers against nodes numbers. The experiments 
are conducted on the ER graphs with 80, 100 and 120 nodes with average degrees 
from 3 to 7 and every result is the average of 30 graphs.

Nodes numbers

Average degrees

3 (%) 4 (%) 5 (%) 6 (%) 7 (%)

N  =  80 0.21 0.71 1.33 1.63 1.38
N  =  100 0.27 0.80 1.53 1.43 1.47
N  =  120 0.05 0.67 1.28 1.33 1.53
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numbers can be calculated. The specific process for getting the minimal vertex-cover 
by core influence is presented in algorithm 3. Results of the experiments are shown in 
figure 4.

Algorithm 3. The vertex-cover number by core influence.

Input graph G;
Get the deleted node array n by algorithm 1;
Get the maximal matching number M(G(n)) for graph G(n);
Output The vertex-cover number N −N(n) +M(G(n)).

As we could see, by the leaf-removal process, the coverage numbers are much smaller 
compared to other methods, especially when the average degrees are small. The core 
influence method proposed in the paper works better and could lower the vertex-cover 
numbers. When the average degree gets higher (than 6), the approximated method in 
algorithm 2 works similar to the HDA method and they both work better than other 
centralities, yet the complete strategy Hl still works better than HDA. These results 
perform that the solution by deleting the graphs into no-core ones is a new perspective 
in studying graph-related problems and has shown great potential in minimum vertex-
covering problem.

Compared to the theoretical results by first-step replica symmetric breaking (1RSB) 
[16] or energy density of the belief propagation-guided decimation (BPD) algorithm [37] 
which is very close to the results predicted by 1RSB, when the average degrees are low, 
outcomes of the core influence method are close to the theoretical results; when the aver-
age degrees are higher, there are small gaps between results of Hl and the lower bound. 
More researches on the updating strategy are expected to improve the performance.

To further explore the eciency of the core influence method, the cover numbers 
resulted from this method are compared with the exact results of minimum vertex-cover. 

Table 2. The average numbers of nodes required to be deleted to turn the graphs 
into no-core ones and the corresponding vertex-cover numbers. The experiments 
are conducted on regular random graphs with average degrees ranging from 3 
to 10. For each average degree value, 30 graphs are generated and each graph 
contains 1000 nodes. Results of CI, HDA, core influence Hl and Hl (approximated), 
the four best performed methods, are presented on the table.

Deleted nodes numbers

Average degrees

3 4 5 6 7 8 9 10

CI 257.8 337.5 423.0 470.8 505.3 535.5 565.0 593.8
HDA 243.9 337.3 384.6 443.4 481.2 513.4 557.0 581.9
Hl (approximated) 247.0 336.4 396.6 448.4 490.1 523.0 547.0 580.4
Hl 207.3 288.9 364.9 418.2 461.4 496.5 526.5 552.9

Vertex-cover numbers

Average degrees

3 4 5 6 7 8 9 10

CI 612.6 656.0 693.8 719.2 738.7 754.3 769.9 783.2
HDA 592.1 636.4 667.4 693.8 715.8 733.4 749.8 764.8
Hl (approximated) 609.4 653.0 685.8 712.5 733.1 750.8 764.7 778.9
Hl 602.1 643.3 681.1 707.9 729.5 747.2 761.9 775.4
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Figure 3. The average numbers of nodes required to be deleted to turn the graphs 
into no-core ones. The experiments are conducted on ER and SF graphs with average 
degrees ranging from 3 to 10. For each average degree value, 30 graphs are generated 
and each graph contains 1000 nodes. Results of DC, KC, BC, CC, CI, HDA, PR, EC 
and core influence Hl are drawn on the graph. (a) Results on ER graphs. The error 
bars of EC, HDA, Hl and approximated Hl (The four best methods) are plotted in 
the inside figure. (b) Results on scale-free graphs with γ = 3.
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The dierences between the results of core influence method and real Cm are calculated 
and the percentages of these dierences against the total nodes number are shown in 
table 1. As we could see, the core influence performs well and as the nodes number 
increases, this method stays ecient. With constant nodes number, as the edges num-
ber increases, the gaps are getting a little larger. Yet the core influence method still 
keeps high eciency and the cover numbers keep a small dierence from the exact 
minimum vertex-cover numbers.

The algorithm on the ER and SF graphs performs well due to the existence of local 
structures. To examine the influence of local structure on the results, experiments on 
regular random graphs (RRG) are implemented. As shown in table 2 where results 
of the best four methods are presented, this algorithm still performs well in breaking 
the leaf-removal cores, while HDA performs best in finding the vertex-cover. When 
the graph is homogeneous and uniform, there are fewer local structural features and 
dierences among nodes are little, and this core-breaking strategy by identifying crucial 
nodes seems to be an inecient way in approximating the minimum vertex-cover.

4.3. Experiments on GR-QC collaboration network

Experiments are conducted on the general relativity and quantum cosmology (GR-QC) 
collaboration network [36]. This network is from the arXiv site and records the papers 
submitted to the GR-QC category from January 1993 to April 2003. There are 5242 
nodes and 14 496 edges in the network. Each node represents an author, and if two 
authors cooperated and submitted a paper to the GR-QC category in arXiv together, 
there will be an undirected link between the corresponding nodes.

The leaf-removal process and core influence method are implemented on the net-
work and results are shown in table 3. As the results show, the core influence method 
keeps the great eciency and requires deleting less than 1000 nodes to get the no-core 
graph. The BC requires 5240 nodes to be deleted to turn the graph into no-core one, 
which has only 2 nodes less than the total nodes number. This is due to the appearance 
of isolated triangles in the leaf-removal process, which is common in scientific research 
cooperations. At the same time, the vertex-cover number by core influence method is 

Table 3. The numbers of nodes required to be deleted to turn the GR-QC 
collaboration network into no-core one and the corresponding vertex-cover number. 
There are 5242 nodes and 14 496 edges in the network and results of DC, KC, BC, 
CC, CI, HDA, PR, EC and core influence Hl are shown.

Deleted nodes numbers Vertex-cover numbers

DC 4042 4220
BC 5240 5241
CC 4778 4956
CI 1563 2820
EC 5211 5220
PR 4577 4582
KC 3918 4213
HDA 1831 2795

Hl 779 2785
Hl (approximated) 855 2787
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Figure 4. The vertex-cover number by deleting the graphs into no-core ones. The 
experiments are conducted on ER and SF graphs with average degrees ranging 
from 3 to 10. For each average degree value, 30 graphs are generated and each 
graph contains 1000 nodes. Results of DC, KC, BC, CC, CI, HDA, PR, EC and 
core influence Hl are drawn on the graph. (a) Minimal vertex-cover numbers on 
ER graphs. The error bars of EC, HDA, Hl and approximated Hl (best methods) 
are plotted in the inside figure, and the theoretical results from 1RSB ansatz [16] 
are drawn as comparison. (b) Minimal vertex-cover numbers on SF graphs. Inside 
figures are the local amplifications.
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also the lowest. It is hard to get the exact minimum vertex-cover for networks at this 
scale, yet we could see the Hl gets reasonable results to approximate the minimum 
vertex-cover problem.

For the collaboration network, observing the representative/typical authors involved 
in all the papers of some fields, namely finding the minimal authors set, can be viewed 
as the minimum vertex-cover problem. The covered nodes correspond to the represen-
tative authors, and the edges covered by one node are regarded as the research work 
this author participated in; the minimum vertex-cover is related to the representative 
authors set in this field. The fewer the representative authors in one field are, the 
more concentrated the researchers are; the larger the typical authors set is, the more 
diversified this research field is. The minimum vertex-cover in the collaboration net-
work could work as the indicator of the activeness and participation of this research 
field, which could help discover more about the development of various fields in science.

5. Conclusion and discussion

In this paper, focusing on the leaf-removal core of minimum vertex-cover problem, a 
method based on dynamical system and power method is proposed. This core influence 
method could transform the graphs into no-leaf-removal-core ones fast by deleting 
selected nodes and breaking the leaf-removal cores. It is proved that any minimum 
vertex-covers of the whole graph can be located into leaf-removal cores breaking and 
maximal matching of the remaining graphs and the minimum coverage is achieved at 
the transition point. Compared to other node importance indices, the proposed core 
influence method could break down the leaf-removal core more eciently, and the cov-
erage number resulted from this method is better. Since the leaf-removal process can 
reveal some intrinsic characteristics of structures and percolations, this study provides 
a useful tool for researches on dynamical and hierarchical features on networks and a 
new perspective of the minimum vertex-cover problem.

Since the structures and organizations of leaf-removal cores are sophisticated and 
it involves some fundamental diculties to understand the complex systems clearly, 
researches related to it are expected to further improve this method. More understand-
ings and rigorous analysis on the transition to no-core graphs will help find accurate 
expressions on the leaf-removal cores, and ecient methods for judging whether a 
node belongs to the leaf-removal cores will improve the performance of core breaking 
and the recognition of the transition point. The investigation on the core percolation 
of some topological characteristics of NP problems will promote the comprehension of 
the intrinsic hardness, and it is believed the combination of functional structure of NP 
problems with some new strategies of complex networks will be an interesting direction.
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